
Deformable convolution and 
adaptive key points

Outline:
• Deformable convolution network(DCN) and DCNv2
• RepPoint for object detection on image
• FGFA and STSN for video application



Deformable convolution

Reference:
1. Deformable Convolutional Networks
2. Deformable ConvNets v2: More Deformable, Better Results

Regular convolution vs deformable  convolution

Realization of deformable convolution



Result of deformable convolution

background forground forground forground forgroundbackground

DCN v1 result

DCN v2 result



RepPoints

Reference: RepPoints: Point Set Representation for Object Detection

Realization of RepPoints

RepPoints Head



Result of RepPoints on COCO



RepPoints Result on KITTI

Car

Car

Person



Spatiotemporal Sampling Networks(STSN)

Reference: Object Detection in Video with Spatiotemporal Sampling Networks



STSN result on VID



Use which feature to compute the offset?

Baseline RepPoint

STSN
STSN

STSN

PlanA slide4

PlanB slide5

PlanB slide5



Plan A of STSN on Reppoint, result on Slides 2



Plan A of STSN on Reppoint

Old
Result
Need 
update

baseline Only warp the classification feature



New KITTI split

Vehicle Person Cyclist

Train 20680 2740 #

test 9921 9406 #

Vehicle Person Cyclist

Train 22543 8702 1354

test 8058 3444 584

Before

Now

train frames: 5976
test frames: 2032
all frames: 8008

Baseline

Baseline

This performance might be too high to improve. 
Lixin just talked to me today that he also need the 
BDD data, so I also re-split the BDD tracking data.



Baseline
Figure is in 
Slides 3

STSN
Figure is in 
Slides 4

Training and test on the new split KITTI dataset



One offset warp the classification feature



Comparison between different feature to compute the offset

baseline

One offset warp the 
classification feature

Use backbone feature to 
compute the offset and 
warp the classification and 
regression feature.



With learnable dcn to warp the support feature
Support frames are N-2 and N+2
Aggregation between N, N-2 and N+2
Fix the reppoint weight

Analyze of the fail case of stsn and 
compare with reppoint

The stsn version I analyze in this report



Car--not-detected bbox and offset
Green bbox is the ground bbox not-detected.
Yellow point is the center of the bbox
Red points are the offset of the yellow point.
The result is checked frame by frame, if the bbox only shows on frame 3 and frame 5, that means 
frame 4 detects all objects.
Vehicle class consists of car, van and trunk classes of kitti
Support1 is N-2 frame, support2 is N+2 frame
Reppoint+stsn is two dcn layers, so we get 81 offsets to show

Vehicle Person Cyclist

Train 22543 8702 1354

test 8058 3444 584

• First show failure case of reppoint but can be detected by stsn
• Then the failure case of stsn



Stsn gets not-detected bbox of reppoint

Reppoint not-detected Reppoint offset support1 offset support2 offset

The car is highly occluded by the preson, most reppoints are on the person
Stsn adds more points on the car.



Stsn gets not-detected bbox of reppoint

Reppoint not-detected Reppoint offset support1 offset support2 offset

Stsn adds a denser sampling on the car from N-2 frame
It seems the reppoint allow offsets lie on background or other object, these offset may have very low weight, which 
are  shown as grid on the image.



Stsn gets not-detected bbox of reppoint

Reppoint not-detected Reppoint offset support1 offset support2 offset

Frame
74

Frame
75

On small objects, the offset visualization is hard to see
Im working on the one offset warp model for the visualization.



Stsn get not-detected bbox of reppoint

Reppoint not-detected Reppoint offset support1 offset support2 offset

For the left car, on N+2, the stsn brings into the right signal



Stsn get not-detected bbox of reppoint

Reppoint not-detected Reppoint offset support1 offset support2 offset

• It is hard to say why it works. Some points from N+2 frame is right, but I don’t think they get a high weight.
• Maybe the offset I visualized has a bias, the yellow point should be on the left rather than on the center.
• On the N+2 frame, we can see the offset is trying to find the signal from while color.



Stsn get not-detected bbox of reppoint

Reppoint not-detected Reppoint offset support1 offset support2 offset

Frame
26

Frame
28

Signal is obviously enhanced by the stsn, the ratio of point on the car is higher than only using one frame.



fail case of stsn

Frame
119

Frame
120

Stsn not-detected Reppoint offset support1 offset support2 offset

The offset seems right.
This high occlusion may not be the detection problem but the nms kill the occluded bbox.



fail case of stsn

stsn not-detected Reppoint offset support1 offset support2 offset

Maybe two 
cars fused as a 
object not a 
car?

Again, for small object, too much signal is aggregated.
But we can see the offset trying to find the signal on cars.



fail case of stsn

stsn not-detected Reppoint offset support1 offset support2 offset

• For car occluded by car, the two cars should have similar color, this is also we can see from slides7.
• For car occluded by person, it will fail if the car is similar to the background and the person is good visible, 

offsets will lie on strong signal on the person.



fail case of stsn

Reppoint offset
support1 offset support2 offsetstsn not-detected

For the top case, the N+2 signal is right, then the problem could come from the aggregation, where we use 
N frame as anchor.
For the bottom case, signals are messed up, both the car and person signal is fused together, the reason 
might be the resnet and fpn have messed up the signal.



Person--not-detected bbox and 
offset

Green bbox is the ground bbox not-detected.
Yellow point is the center of the bbox
Red points are the offset of the yellow point.
The result is checked frame by frame, if the bbox only shows on frame 3 and frame 5, that means 
frame 4 detects all objects.
Person class consist of pedestrian and sitting person on kitti
Support1 is N-2 frame, support2 is N+2 frame
Reppoint+stsn is two dcn layers, so we get 81 offsets to show

Vehicle Person Cyclist

Train 22543 8702 1354

test 8058 3444 584

• First show failure case of reppoint but can be detected by stsn
• Then the failure case of stsn



Stsn get not-detected bbox of reppoint

Reppoint not-detected Reppoint offset support1 offset support2 offset

For the top case, N+2 frame brings in the good signal and the N frame is basically right on the person.
For the bottom case, the two persons are similar, the N-2 frame fuse the signal to make it more like a person.



Stsn get not-detected bbox of reppoint

Reppoint not-detected Reppoint offset support1 offset support2 offset

• For the top case, the stsn moves the person’s head to the small person and enhance the body signl at the same time.
• For the bottom case, two persons all wear the bright shirt, N+2 frame enhances the signal and the head signal might 

be extremely important for the classification of person, so finding where the head is the both stsn and reppoint trying 
to do.



fail case of stsn

stsn not-detected Reppoint offset support1 offset support2 offset

stsn not-detected Reppoint offset support1 offset support2 offset

Frame
64

Frame
82

It is interesting the offset looks like a shape of person, that’s we can say the feature to infer the offset has recognize 
the person, but the signal and scale is not suitable for classifier.
As the offset also is a signal, we may use it as a feature too, rather than just treat it a motion signal.



fail case of stsn

stsn not-detected Reppoint offset support1 offset

support2 offset

support2 offset

The top case is right might because of head is wrong and we can see the N+2 frame fuses the signal of two person 
but the similarity of the two person is high, this might confuse the aggregation.
For the bottom case, the two person’s signal is messed up. The other reason is that the sitting person only gets 500 
samples on the benchmark, and the pose is obviously different from the pedestrian.



fail case of stsn

stsn not-detected Reppoint offset support1 offset support2 offset

stsn not-detected Reppoint offset support1 offset support2 offset

For the top case, N+2 and N-2 bring into right signal, the problem might be the N frame is not right, so the 
aggregation is failed because of the wrong anchor.
For the bottom case, I only visualize the offset of stage2, but we can see the offset on frame N is not right, but 
on frame N-2 is right, this might require the fusion of signal between different scales.



fail case of stsn

stsn not-detected Reppoint offset support1 offset support2 offset

• For the top case, the offset on stage 2 is not right, the big object needs to visualize on the later stage. But 
on the N-2 frame, we can still see it is trying to find the right signal, using stsn may also explore the spatial 
space, so that we do not need to rely on the later stages.

• For the bottom case, too many signals are fused into the small objects.



cyclist--not-detected bbox and offset
Green bbox is the ground bbox not-detected.
Yellow point is the center of the bbox
Red points are the offset of the yellow point.
The result is checked frame by frame, if the bbox only shows on frame 3 and frame 5, that means 
frame 4 detects all objects.
The training data for cyclist is real small, and the cyclist in the far distance is very easy to be 
classified as a person.
Support1 is N-2 frame, support2 is N+2 frame
Reppoint+stsn is two dcn layers, so we get 81 offsets to show

Vehicle Person Cyclist

Train 22543 8702 1354

test 8058 3444 584

• First show failure case of reppoint but can be detected by stsn
• Then the failure case of stsn



stsn not-detected Reppoint offset support1 offset support2 offset

Fail case of stsn

To be clear, most cyclist is classified as person because of the lack of training samples. They are detected 
but in the wrong class.
From bottom case, we can see the signal is easy to move on the person.



fail case of stsn

stsn not-detected Reppoint offset support1 offset support2 offset

Cyclist occluded by person

The stsn offset is wrong, it do not search for the person with white shirt but directly searching for person with black shirt. 
On the bottom base, even the signal of the rider on N-2 frame is more similar to frame N, the offsets are still on the black 
shirt person and the head is on the other person, the signal is confused for both aggregation and classification.



Init offset Success case

Occluded person at frame N

Compute Stsn Offset on N-1
Offset is the step A
Compute the grad by linearization

Init offset=5*A
• Warp reference feature by bilinear
• Linearization 

feature=grad*5A+reference

Final offset
Computed 
between support 
and warped 
feature

Frame N Frame N-5Frame N-1



Quantity result of initialization

Stsn one
Score 0.3, nms 0.5

bilinear
Score 0.3, nms 0.5

linear
Score 0.3, nms 0.5

Training with random 
selected two frames 
among 8 frames,
Test with N-1 and N-5

Use the pre-trained stsn
one model.
Test with N-1 and N-5,
Use 4*(n-1 offset) as init
for N-5 frame
Use bilinear to warp the 
reference to N-5

Test with N-1 and N-5,
Use 4*(n-1 offset) as 
step length, use grad 
from n-1 frame to 
compute the reference 
feature at N-5



Success case

Occluded person
Offset on N-1

Init offset

Final offset

Frame N Frame N-5Frame N-1

Init offset



Fail case: most offset do not work as flow

Frame N Frame N-1 Frame N-5

Offset A between frame N and N-
1
Compute grad and step=offset A

5*times of A to get the initial 
offset on frame 1

Offset found on frame 1 
warped feature computed from 
linearization by grad*5*A +reference

stsn
Initial 
offset

stsn

The previous exps show the offset do not work as flow as we 
expected, so use the offset the initialize do not give the result 
as flow.



Frame N Frame N-1 Frame N-5

The offset is on the same class, 
the car itself is not moving Initialize the offset by the N-1 

result is failed as the offset is on 
the other object



Occluded car Offset on N-1 frame

Init offset on N-5 frame

offset on N-5 frame



warp by flow

Step1: connect the center point by optical flow
Step2: warp the reppoints at T-1 to T
Step3: sample around the reppoints on T to compute the 
correspondence between reppoints at T-1 and T

Center point 

Reppoints

Frame T

Frame T-1 Sample points on T

Step4: compute the flow between correspondence, do 
ransac on the computed correspondence, and find the 
inner points to keep as the not occluded parts

Match by similarity

RANSAC realization1



Connect by flow

Step1: connect the center point by optical flow
Step2: sample around the reppionts on T-1 and T
Step3: warp the reppoints at T-1 to T and compute the 
correspondence of sampled points between N and N-1 by 
their similarity

Center point 

Reppoints

Frame T
Frame T-1 Sample points

match by similarity

Step4: compute the flow between correspondence, do 
ransac among the sampled set of each reppoint, and 
keep the inner points as the corresponding set for one 
reppoint.
Step5: do ransac among the nine reppoint sampled sets 
and select the inner points and the corresponding 
reppoints not occluded points.

RANSAC realization2



ransac

before

after

Points at grid postion is deactivate



Iterate the deactivate and reactivate 10 times

baseline

Deactivate+
reactivate

Iterate de-
reactivate 5 times



Stsn one result trained end to end



Result on Waymo

Reppoints Baseline

Reppoints with Mask
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reppoints baseline VS reppoints with mask

waymo 8



reppoints baseline VS reppoints with mask

waymo 54



reppoints baseline VS reppoints with mask

coco

Baseline

epoch5

epoch15



Moment+mask+prediction

moment

Moment+mask

epoch
20

epoch
20

epoch
9

minmax+mask+predictionwaymo8





Prediction moment

Prediction mimax

waymo54



Stsn waymo8
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